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Abstract. The autocorrelation function for the velocity and for the electric microfield of an impurity
ion in a Two Ionic Component Plasma (TICP) is considered. A simple model is constructed for this
purpose that preserves the exact short time dynamics and the long time global constraint of a given self-
diffusion coefficient. The memory function and then the collision effects associated with the correlation
function for the self-diffusion are expressed in terms of an effective two body interaction via a screened
effective potential. The basic approximation used in our approach is the “disconnected” one that refers
to the collision operator. A comparison of the prediction of this model for the self-diffusion and for the
autocorrelation functions with the results of the molecular dynamics simulation developed in our laboratory
(PIIM) shows an acceptable agreement over a wide range of plasma coupling, impurity ion charge and
concentration.

PACS. 52.20.Dq Particle orbits – 52.65.Cc Particle orbit and trajectory – 47.40.Nm Shock wave
interactions and shock effects – 05.20.-y Classical statistical mechanics

1 Introduction

In the last decade very little progress, despite a certain
number of unexpected features, has been made for the
dynamics properties of the electric field at a neutral point
in a plasma [2–7]. In contrast, the probability distribution
for a given value of the microfield in an equilibrium plasma
is a well-studied problem with an accurate precision.

Our aim in this work is to extend the earlier stud-
ies of the electric field dynamics to the case of charged
impurity ions embedded in TICP itself in neutralizing a
background of negative charges. The reason for this choice
is that, in the general case, the plasma is constituted of
many ionic species. The presence of the charged ion in the
plasma changes the physics of the problem with respect
to the neutral point because the presence of the ion sig-
nificantly changes the charge distribution of the plasma in
its vicinity.

Our model is based on the most important symmetries
of the correlation function and the relationship with the
structure and the transport properties. For example, the
time integral of C(t) must vanish exactly as a consequence
of the field being proportional to the total force on the
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ion impurity. For similar reasons, there is a simple and
exact relationship between the ion velocity autocorrelation
function, D(t) =

〈−→
V (t)

−→
V
〉

/
〈
V 2
〉

and the self diffusion
coefficient D through an exact Green-Kubo formula.

The model is then constructed from an exact master
equation for D(t) describing the linear response of the im-
purity ion to an initial perturbation of its velocity, and it
provides a clear interpretation of the dynamics as damped
oscillatory motion in a viscoelastic medium. The complex
many-body dynamics is represented in our model by a
memory function which is approximated by a simple ex-
ponential time relaxation. The time scale for this relax-
ation is fixed by the above-mentioned Green-Kubo for-
mula. The only input required in our model is the initial
values of the autocorrelation function, its derivatives and
the self-diffusion coefficient D. These are calculated using
the “disconnected approximation” [9] for the self-diffusion
coefficient and the HNC equation [8] for the pair correla-
tion (static structure functions). As a result, the two dy-
namic properties D(t) and C(t) obeying linear equations
may be expressed as functions of the self-coefficient D
and the initial data. None of these approximations implies
a priori any limitation with respect to the plasma coupling
strength, ion charge, ion mass or time scale. Consequently,
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the model could be considered as a good candidate for the
description of electric field dynamics over a wide range of
conditions.

The time dependence of this model can be expressed
as a linear combination of three exponentials or modes,
allowing a simple interpretation of the relevant plasma
excitations responsible for the electric field dynamics. At
a weak coupling, all three modes represent purely damped
excitations, while at strong coupling there is one damped
mode and a complex conjugate pair of damped propagat-
ing modes. The conditions of “weak” or “strong” coupling
depend on the plasma coupling, charge, mass and the con-
centrations of the two components. To limit the param-
eters space, we consider the simplest case of the TICP
with the same sign ions which differ in their charge num-
ber in the classical limit. The relevant parameters are then
the TICP coupling constant Γ = βq2

0/as, the charge ra-
tio q0/q, and the mass ratio m0/m, where as is the ion
sphere radius, β = 1/kβT , and parameters with the sub-
script 0 refer to the impurity ion. We have considered here
the TICP with the screened interaction.

The approximation described here for C(t) is a special
investigation of an earlier work which calculated the effects
of ion motion on spectral line broadening in plasma [8,9].
The aim of the present work is then to isolate, via a
Zwanzig projection formalism, the simplest features of the
electric field dynamics from the complexities of the gen-
eral context. This leads to a clear interpretation, analysis
and a comparison with computer simulations.

2 The model

The system considered here is an embedded impurity ion
of mass m0 and charge q0 in an equilibrium with a fully
ionized plasma of structureless point ions. The plasma is
composed of two ionic species. One of them has the same
properties (m0, q0) as the embedded impurity whereas the
other is different (mass m and charge q). We have to deal
with this model because it is close to a realistic system
since in the plasma, at least, one ionic component (species)
is present.The electric field at the impurity ion due to the
rest of plasma is given by:

−→
E =

2∑
α

Nα∑
i=1

−→e α(−→r i −−→r 0) +
−→
E B (1)

where Nα is the number of ions of species α, −→e α(−→r i−−→r 0)
is the field due to the plasma ion at a distance |−→r i −−→r 0|
from the impurity ion and

−→
E B is the field due to the

uniform neutralizing background charge. The equilibrium
autocorrelation function of the electric field is defined by:

C(t) =
〈−→

E (t)
−→
E
〉

/
〈
E2
〉

(2)

where the brackets 〈....〉 denote an equilibrium Gibbs en-
semble average. As denoted in the introduction, this func-
tion plays a central role in many theories of radiative and

transport processes in plasmas. A closely related function
for transport properties is the velocity autocorrelation:

D(t) =
〈−→

V 0(t).
−→
V 0

〉
/
〈
V 2

0

〉
(3)

where
−→
V 0 is the velocity of the impurity ion. The auto-

correlation function C(t) measures the fluctuations in a
collective property of the TICP while D(t) measures fluc-
tuations in a property of the impurity ion. However, these
are directly related by Newton’s first law

∂2D(t)
∂t2

= −ω2
0C(t), ω2

0 =
(
βq2

0/3m0

) 〈
E2
〉
. (4)

The interpretation of our model is more direct in terms
of D(t). First, a formally exact equation is derived by us-
ing the Zwanzig projection operator (see Appendix A.1):

∂2D(t)
∂t2

+ ω2
0D(t) +

∫ t

0

dτM(t − τ)
∂D(τ)

∂τ
= 0 (5)

M(0) = ω2
1 − ω2

0 , ω2
1 =

〈
.

E
2
〉

/
〈
E2
〉

(6)

where
.

E indicates the time derivative of the microfield−→
E (t) at t = 0. Equation (5) describes the impurity ion
dynamics as oscillations in a viscoelastic medium with the
characteristic frequency ω0 and shows a frequency depen-
dent damping given by the Laplace transform of M(t). All
many-body effects of the medium on the impurity that
are not explicit in (5) are contained in the detailed form
of M(t) [6]. Our fundamental assumption here, is that, it
is sufficient to include only the magnitude of this function
through its exact initial value M(0) and a characteristic
time scale of its decay [6]. Consequently, M(t) is approx-
imated by:

M(t) = M(0)e−λt. (7)

The precise form of λ is fixed by the Green-Kubo expres-
sion for the self diffusion coefficient, D, in terms of the
velocity autocorrelation function as [6]:

βm0D =
∫ ∞

0

dtD(t). (8)

The use of (5) with (7) in order to determine the right
hand side of (8), leads to the identification:

λ =
(
ω2

1/ω2
0 − 1

)
/ (βm0D) . (9)

Equations (5–7) and (9) define the approximate model
for D(t) and through (4), the electric field autocorrela-
tion function. Furthermore, the exact time integrals of
C(t) and D(t) are assured through (4) and (8). The in-
put data ω0, ω1, and D might be taken directly from a
computer simulation. Alternatively, as will be discussed
below, additional independent approximations may be in-
troduced to allow a practical calculation of these param-
eters.

The choice of (q0/q), (m0/m), Γ and (n1/n2) will de-
termine whether the solutions are a pair of oscillatory
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functions (under-damped), or three real exponential func-
tions (over-damped). More generally, if λ/ω0 is not large,
the medium exhibits “memory” and the damping is mod-
ified on time scales of the order of λ−1. Thus, there are
only four parameters that completely characterize the dy-
namics of the model ω0, ω1, λ and the ratio (n1/n2). It
is therefore, straightforward to solve (5) by Laplace trans-
form, yielding D(t) and C(t) as the sum of three exponen-
tials:

D(t) =
∑

Die
zit, C(t) =

∑
Cie

zit (10)

where the coefficients Di and Ci are given by:

Di = −(ω0/zi)2Ci (11)

C1 =(λ + z1)z1(z3 − z2)/∆ C2 = (λ + z2)z2(z1 − z3)/∆
(12)

C3 =(λ + z3)z3(z2 − z1)/∆ ∆ = (z1−z2)(z2−z3)(z3−z1)
(13)

and the {zi} are solutions to the cubic equation:

z3 + λz2 + ω2
1z + λω2

0 = 0 (14)

depending on the values of λ, ω0 and ω1: the solutions may
be either real or complex. This ends the theoretical model
description, and to evaluate its predictions it must be com-
pared to the corresponding molecular dynamics simula-
tions (MDS). Such simulations have been used in many
areas of physics to provide statistical information, static
as well dynamic properties of many physical quantities. A
standard MDS is devoted to solve numerically Newton’s
Law in a many-body system. It consists of a few hun-
dred particles (ions) interacting via a screened Coulomb
potential moving in a cubic box with periodic boundary
conditions, maintaining the system in a stationary state
at a fixed temperature and density. To accomplish this, it
is assumed in MDS that the forces between the ions are
conservative, two-body forces, that is, energy is conserved
and the total force acting on the ion (the impurity in our
case) due to the other ions is the sum of the forces be-
tween the pairs of ions. Once the force on the impurity
ion is known at the initial time (boundary conditions),
the MDS enables us to follow the ion trajectory and to
know, at any subsequent time, the impurity velocity

−→
V (t)

and the microfield
−→
E (t) acting on this impurity. The ac-

knowledgment of these time dependent quantities,
−→
V (t)

and
−→
E (t), is sufficient to compute the autocorrelation mi-

crofield function C(t) =
〈−→

E (t)
−→
E (0)

〉
and the autocorre-

lation velocity function D(t) =
〈−→

V (t)
−→
V (0)

〉
.

The analysis made up to this point applies for arbi-
trary interaction potentials and plasma composition. To
illustrate the physical content of the model, we consider
the special case of the TICP with an impurity ion of the
same mass and the same charge (m0, q0) for one compo-
nent of the plasma ions. In this case, there is only one
dimensionless parameter characterizing the plasma state

Table 1. Diffusion coefficient of Ar+17 in (Ar+17, He+1) with
different concentrations.

Ar+17% He+1 D∗
Ar

25 75 1.8

50 50 2.84

75 25 8.34

90 10 18.61

condition, Γ = q2
0β/as with as = (4/3niπ)

1
3 is the average

interparticle distance (ion sphere radius ) and ni = n1+n2

is an ionic plasma density. Table 1 shows the Γ dependence
on ω0, ω1 (in units of the electronic plasma frequency ωp

defined by ω2
p = 4πnee

2/me), and D∗ = D/
(
a2

sωp

)
is

evaluated for screened interactions treated in the present
paper.

3 Determination of parameters λ, ω0, ω1

We attempt now to determine all the parameters neces-
sary in the description of the dynamics. These parameters
allow us, first, to solve the algebraic equation (14) and
then to describe the dynamics properties of the ionic mix-
ture. We shall see, as mentioned in the introduction, that
these parameters are at first sight directly related to the
initial values of the autocorrelation function and its first

derivative
(

ω2
0 ∼ C(0) ∼ 〈E2

〉
and ω2

1 ∼
.

C(0) ∼
〈

.

E
2
〉)

and secondly related to the static pair functions like
g0α(r).

Consider first ω0 defined by (4),

ω2
0 =

(
βq2

0

3m0

)〈
E2
〉

= −
(

βq0

3m0

)〈−→
E .

−→∇0U
〉

(15)

where U is the potential energy of the interaction between
the impurity ion and the surrounding plasma. This expres-
sion (15) can be rewritten, after making a part integral, as:

ω2
0 = −

(
q0

3m0

)〈−→∇0
−→
E
〉

. (16)

It is noted here that the background does not contribute
to ω2

0 , so: −→∇0
−→
E B = 0 (17)

and then

ω2
0 = −1

3

2∑
α=1

(
nαq0

m0

)∫
d−→r (−→� 0

−→e α(r))g0α(r) (18)

where g0α(r) is the pair radial distribution function for
the probability of finding a ion of species α at a distance r
from the impurity ion of mass m0 and charge q0, nα is the
density of species α, and:

−→∇0.
−→e α(−→r ) = −∆Uα(r) = −

(
∂2

∂r2
+

2
r

∂

∂r

)
Uα(r) (19)



42 The European Physical Journal B

Uα(r) =
qα

r
exp(−KDr) (20)

where KD is the mean screening factor defined by:

KD =

(
2∑

α=1

4πnαz2
αβe2

)1/2

. (21)

After the substitution of these relations in (18), we obtain:

ω2
0 = −1

3

∑
α

(
mαq0

m0qα

)
ω2

αpI0α (22)

where;

I0α = 1 +

∞∫
0

rK
2

D exp(−KDr) [g0α(r) − 1]dr (23)

mα, qα are the mass and the charge of the ion of species α.
Next, consider ω2

1 defined by (6), (see Appendix A.2):

ω2
1 =

(
βq2

0

3m0ω2
0

)〈
.

E
2
〉

=
(

q2
0

3m0ω2
0

)(〈[
∂Ek

∂r0j

]2〉

+
2∑

α=1

Nα∑
i=1

(m0/mα)

〈[
∂ej

α(−→r i −−→r 0)
∂r0j

]2〉)
. (24)

To evaluate the first term on the right side of (24), we
write the field at the impurity as

−→
E =

−→
E′ +

−→
E B and note

here that the uniform background is isotropic:

∂Ek
B

∂r0j
=

1
3
δjk

−→∇0 · −→E B (25)

and so,〈[
∂Ek

∂r0j

]2〉
=〈[

∂E′
k

∂r0j

]2〉
+

1
3
(∇0 · EB)2 + 2(∇0 · EB) 〈∇0 · E′〉 (26)

and then,

ω2
1 =

(
q2
0

3m2
0ω

2
0

) 2∑
α=1

(
nαm0

µα

)∫
d−→r
[
∂ek

α(−→r )
∂rj

]2
g0α(r)

+
1

9ω2
0

{
2∑

α=1

(
nαq0

m0

)∫
d−→r ∇eα(r)g0α(r)

}2

+
(

q2
0

m2
0ω

2
0

) 2∑
α=1

2∑
σ=1

nαnσ

∫
d−→r
∫

d−→r ′
[
∂ek

α(−→r )
∂rj

]
×
[
∂ek

σ(−→r )
∂r

]{
g(3)

ασ (r, r′) − g0α(r)g0σ(r′)
}

(27)

where µα = m0mα/(m0 + mα) is the reduced mass of
pair (ion of species α-impurity ion). Via equation (18),
the second term of the last formula can be simplified to
give the form,

ω2
1 = ω2

0 +
(

q2
0

3m2
0ω

2
0

) 2∑
α=1

(
nαm0

µα

)∫
d−→r
[

∂eαj(r)
∂r0k

]2
g0α(r)

+
(

q2
0

3m2
0ω

2
0

) 2∑
α=1

2∑
σ=1

nαnσ

∫
d−→r
∫

d−→r ′
[

∂eαj(r)
∂rk

] [
∂eσj(r)

∂r

]
×
{

g(3)
ασ(r, r′) − g0α(r)g0σ(r′)

}
. (28)

Neglecting the last term, it allows us to express ω2
1 as:

ω2
1 = ω2

0

(
1 +

q0

3m0ω4
0

2∑
α=1

(
nαm0

µα

)

×
∫

d−→r
[
d−→e αi(r)

drk

]2
g0α(r)

)

= ω2
0 +

q0

3m0ω2
0

2∑
α=1

(
nαm0

µα

)
×
∫ ∞

0

r−4dr exp(−2KDr)

×
[
6 + 12KDr + 10(KDr)2

+ 4(KDr)3 + (KDr)4
]
g0α(r). (29)

It is understood here that the integration variable r

and the screening factor K
−1

D are expressed in units of
the ion sphere radius as. The calculations proposed here
are based on two approximations. The first is to neglect
the last term in the expression (28). The second is the
use of an empirical expression to evaluate the radial dis-
tribution function g0α(r) [7]. The first approximation is
justified and acceptable because the neglected term deals
with a three body interaction for which the corresponding
third function is small with respect to the pair function
(g(3) � g(2)). The second approximation is well justified
for strong coupling and it is simplest to work with the
Coulomb radial function g0α(r) given by [7] instead of the
screened radial function for which we do not have an an-
alytical expression.

Finally, thanks to the “disconnected approximation”
for the collisional operator [11], we obtain the self-
coefficient diffusion D as:

D−1 =

1
6πmi

2∑
α,β

∞∫
0

k4dkṼ0iα(k)C̃0β(k)

+∞∫
−∞

dωSαβ(k, ω)Ss
0(k, ω)

(30)

where Sαβ(k, ω) is the dynamic structure factor for den-
sity fluctuations in species α and β, Ss

0(k, ω) is the self-
structure factor for the impurity ion that is taken as:

Ss
0(k, ω) = (1/k)(πβm0/2)1/2 exp

(−mβω2/(2k2)
)
. (31)
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S11 =
n1

[
1 + n1ĥ11(k)

]
I1 [1 − n2ĉ22(k)(1 − ZI2)] + n2n

2
1ĉ12(k)ĥ12(k)(1 − ZI1)I2

[1 − n1ĉ11(k)(1 − ZI1)] [1 − n2ĉ22(k)(1 − ZI2)] − n1n2ĉ2
12(k)(1 − ZI2)(1 − ZI1)

S22 =
n2

[
1 + n2ĥ22(k)

]
I2 [1 − n1ĉ11(k)(1 − ZI1)] + n1n

2
2ĉ12(k)ĥ12(k)(1 − ZI2)I1

[1 − n1ĉ11(k)(1 − ZI1)] [1 − n2ĉ22(k)(1 − ZI2)] − n1n2ĉ2
12(k)(1 − ZI2)(1 − ZI1)

S21 =
n1n2ĥ12(k))I2 [1 − n1ĉ11(k)(1 − ZI1)] + n2n1ĉ12(k)(1 − ZI2)I1

[
1 + n1ĥ11(k)

]
[1 − n1ĉ11(k)(1 − ZI1)] [1 − n2ĉ22(k)(1 − ZI2)] − n1n2ĉ2

12(k)(1 − ZI2)(1 − ZI1)

S12 =
n1n2ĥ12(k))I1 [1 − n2ĉ22(k)(1 − ZI2)] + n2n1ĉ12(k)(1 − ZI1)I2

[
1 + n2ĥ22(k)

]
[1 − n1ĉ11(k)(1 − ZI1)] [1 − n2ĉ22(k)(1 − ZI2)] − n1n2ĉ2

12(k)(1 − ZI2)(1 − ZI1)
. (37)

Ṽ0α(k) is the Fourier transform of the pair potential inter-
action of the impurity with an ion of species α, and C̃0α(k)
is the corresponding Fourier transform of the direct cor-
relation function for the interaction with species α,

C̃0α(k) = −βṼ0α(k). (32)

Now we need the expression of the dynamic structure
factor Sαβ(k, ω) of the density fluctuation in species α
and β. These factors can be derived from kinetic theory
as follows.

All the transport phenomena can be obtained from
kinetic equations of transport [10,11]:(

z + i

−→
k −→p
mα

)
Sα,β(

−→
k , z,−→p ,−→p ′) =

− i

2∑
σ=1

∫
d−→p ′′Φα,σ(

−→
k , z,−→p ,−→p ′′)Sσ,β(

−→
k , z,−→p ′,−→p ′′)

+ nαφα(−→p )
[
δα,βδ(−→p −−→p ′) + nβhαβ(

−→
k )φβ(−→p ′)

]
(33)

where φα(p) is the Maxwell-Boltzmann distribution for
species α and hαβ(k) is the Orstein-Zernike pair function
defined by:

hαβ(k) =
∫

d−→r exp
(
i
−→
k −→r

)
(gαβ(r) − 1) (34)

and the kernel Φα,σ(k, z, p, p′′) is the collision operator
defined by:

Φα,σ(k, z, p, p′′) = −nα
kp

mα
φα(p)Cασ(k)+Mασ(k, z, p, p′).

(35)
In our model we shall keep only the first term on the

righthand side of the last equation. After inserting the
expression for Φα,σ(k, z, p, p′′) in (33) and integrating out
over the momentum p and p′, we obtain a closed system
of four autonomous algebraic equations for Sαβ:

nSαβ(k, z) =

i

∫
dp

nα(kp/mα)
z + i(kp/mα)

φα(p)
2∑

σ=1

nSσβ(k, z)Cασ(k)

+ (inαδαβ + nαnβhαβ(k))
∫

dp
φα(p)

z + i(kp/mα)
(36)

for which the solutions are:

See equation (37) above.

In principle, these results enable us to calculate the dif-
fusion coefficient D. By substituting (31), (34) and (37)
in (39) we can also calculate the parameter λ:

λ =
1

m0β

(
ω2

1/ω2
0 − 1

)
D−1

=
(

ω2
1/ω2

0 − 1
6πβm2

0

) 2∑
α,β

∞∫
0

k4dkṼ0α(k)C̃iβ(k)

×
+∞∫

−∞
dωSαβ(k, ω)Ss

0(k, ω). (38)

Once the three parameters ω0, ω1 and λ are obtained we
are able to find the cubic equation solutions of (14) and
discuss their relationships with the dynamic properties.

4 Discussion and results

We have presented a model for the auto-correlation func-
tion C(t) of the electric field at the impurity and D(t) of
the velocity of the impurity in TICP. This model is based
on the exact master equation (5) and the second deriva-
tive equation (4). The self-diffusion coefficient is treated
by the velocity autocorrelation function and the Green-
Kubo relation (8). However, as seen in Figures 1 and 2,
the function D(t) is slowly decaying and its time integral
requires a long simulation time.

In our model, we have started to compute the diffusion
coefficient in two different ways. The first is related to the
static and dynamical structure factors via formula (30).
The second is related to the Molecular Dynamics Simula-
tion (MDS). The result is found to be in good agreement
for different coupling parameters and different concentra-
tions see Tables 1, and 2.

At the second stage, we compute theoretically the au-
tocorrelation functions through solving the algebraic cu-
bic equation (14). We find in general three solutions. In
the case of a strong coupling parameter Γ , two of these
solutions (modes) are complex (z, z∗) and the microfield
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Fig. 1. Autocorrelation microfield function C(t)(1) and auto-
correlation velocity function D(t)(2) of a pure Ar(17+) with
Γ = 3.027. (.....) the simulation and (—) our model.

Fig. 2. Autocorrelation microfield function C(t) and Autocor-
relation velocity function D(t) of a Ar(17+) at concentration
p = 0.1 in He(+), with Γ = 0.3. (.....) the simulation and (—)
our model.

autocorrelation function C(t) exhibits an important time
oscillation with a frequency equal to imaginary part of the
complex solution. While the real part expresses the time
decay (damping) of C(t) or one can equally say, the time
decay of the memory effect due to the interaction of the
impurity with the medium. In the weak coupling parame-
ter Γ , the three solutions are real, and the oscillations of
C(t) become very slow and disappear when the coupling
Γ goes to zero and the damped regime takes place.

In Figures 1, 2 and 3, we have presented the autocorre-
lation functions both for the electric field at the impurity
and the velocity of the impurity in TICP. We show a good
agreement between those obtained by MDS developed in
our laboratory PIIM and our theoretical model. The cal-

Fig. 3. Autocorrelation microfield function C(t) and Autocor-
relation velocity function D(t) of a Ar(17+) at concentration
p = 0.5 in He(+) with Γ = 0.22. (.....) the simulation and (—)
our model.

Table 2. Diffusion coefficient of He+2 in (50%He+2, 50%H+1)
with different coupling.

Γ D*(model) DMD

0.02 231.827 223.75
0.04 78.52 71.08
0.2 7.58 6.20
1.00 0.91 0.75

culation and the comparison have also been made for dif-
ferent concentrations of the mixture (Ar17+/He+) and
different coupling parameter Γ (gamma). Nevertheless, we
mention that there is a bit of a difference between the
theoretical model and the MDS in the case of weak cou-
pling. This may be due to an inadequacy in the theoretical
model regarding, as we know, the use of g0α(r) which is
suitable only for strong coupling.

In conclusion, we have presented a model which pro-
vides an exact autocorrelation function both for the elec-
tric field at the impurity and the velocity of the impurity.
The comparison of the Dynamic Molecular Simulation
(DMS) results with those obtained in the model shows a
good agreement. The comparison was made and extended
to many values of the physical parameters like the coupling
gamma, concentration of the impurity p = n2/(n1 + n2)
whereas the electronic density n was fixed. The agreement
with the DMS should provide a very powerful tool to inves-
tigate many dynamic properties and transport phenomena
in ionized media such as a plasma and electrolytic solu-
tions.

Appendix A

A.1 Establishment of the master equation for D(t)

The velocity autocorrelation function obeys a general
equation (5). This equation is derived using the Zwanzig
projection operator. One is interested in a dynamic vari-
able (position, velocity, field...) yα(t) which obeys the
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Liouville equation:

yα(t) = exp(Lt)yα(0), Lyα = {yα, H} . (39)

The time derivative of (39) is:

dyα(t)
dt

= Lyα(t). (40)

A projection operator P is defined as [6]

Px = yαg−1
αβ 〈yβx〉 , with gαβ = 〈yαyβ〉 . (41)

Applying this projection operator to the equation (40), we
find:

P
.
yα(t) = PL [Pyα(t) + (1 − P )yα(t)] . (42)

Putting: Zα(t) = Pyα(t) and Wα(t) = (1−P )yα(t), then:

Wα(t) = exp(QLQt)Wα(0)

+

t∫
0

exp(QLQ(t − τ)LPZα(τ)dτ. (43)

Since Q = 1 − P is also a projection operator, one can
write

.

Zα(t) = PLZα(t) + PL

t∫
0

exp(QLQ(t − τ))LPZα(τ)dτ.

(44)
As: PZα(τ) = P 2yα(τ) = Pyα(τ), then:

P
.
yα(t) = PLPyα(t) + PL

t∫
0

exp(QLQ(t− τ))LPyα(τ)dτ

(45)
which is translated by

P

.
yα(t) − LPyα(t) − L

t∫
0

exp(QLQ(t − τ))LPyα(τ)dτ


= 0 (46)

or:

.
yα(t) = LPyα(t)+L

t∫
0

exp(QLQ(t−τ))LPyα(τ)dτ. (47)

Let’s multiply the equation (47) on the left by yβ and
carry out the statistical Gibbs average:〈
yβ

.
yα(t)

〉
= 〈yβLPyα(t)〉

+

〈
yβL

t∫
0

exp(QLQ(t − τ))LPyα(τ)dτ

〉
. (48)

If we put:
Kβα(t) = 〈yβyα(t)〉 (49)

and apply the definition (41) for the computation of the
derivative of Kβα(t), we obtain a master equation:

dKβα(t)
dt

= ΩβσKσα(t)+

t∫
0

Mβσ(t − τ)Kσα(τ)dτ (50)

where:

Ωβσ = 〈yβLyγ〉 g−1
γσ and Mβσ(u)

= 〈yβL exp(QLQ(u))Lyγ〉 g−1
γσ . (51)

When choosing the matrix [g] as [6]:

gαβ = δαβgαα, where g11 =
〈
V 2

0

〉
and g22 =

〈
E2
〉

(52)

one can show the following results:

Ω11 = Ω22 = 0, Ω12 = −Z0e

m0
, Ω21 =

Z0e

m0

〈
E2
〉

〈V 2
0 〉

and

M11(u) = M22(u) = M21(u) = 0,

M22(0) = − (ω2
1 − ω2

0

)
.

Putting β = 2 in the equation (50) and using the re-
sults in (51), we obtain:

dK2α(t)
dt

= Ω21K1α(t)+

t∫
0

M22(t − τ)K2α(τ)dτ (53)

and using:

dK1α(t)
dt

=
d

dt
〈y1yα(t)〉 =

d

dt
〈y1(−t)yα(0)〉

= −Z0e

m0
〈y2yα(t)〉 = −Z0e

m0
K2α(t) (54)

and so after substituting the equation (54) in (53) and
putting α = 1, we find equation (5){

d2

dt2
+

(Z0e)
2

m2
0

〈
E2
〉

〈V 2〉

}
D(t)−

t∫
0

M22(t− τ)
dD(τ)

dt
dτ = 0.

(55)

A.2 Evaluation of ω2
1

The parameter ω2
1 is defined by the equation (6):

ω2
1 =

(
βq0

3m0ω2
0

)〈
.

E
2
(0)
〉

=
(

βq2
0

3m0ω2
0

)〈
dEk(0)

dt

dEk(0)
dt

〉
(56)
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where the repeated indices stand for the sum on k.

dEk(0)
dt

=

∑
α

Nα∑
i=1

∂ek
α(−→r i −−→r 0)

∂r0j

d(−→r i −−→r 0)
dt

+
∂Ek(−→r 0)

∂r0j

d−→r 0

dt

or again after some arrangements:

dEk(0)
dt

=
∑
α

Nα∑
i=1

−→
V j

i

dek
α(−→r i −−→r 0)

d−→r 0j
+
−→
V j

0

dEk(−→r 0)
dr0j

which finally gives the expression:

ω2
1 =

∑
α

Nα∑
i=1

mα

m0

〈(
∂ek

α(−→r i −−→r 0)
∂−→r 0j

)2
〉

+
q2
0

3m2
0ω

2
0

〈(
∂Ek(−→r 0)

∂−→r 0j

)2
〉

(57)

we notice that the second term of the second member can
be written otherwise:

∂Ek(−→r 0)
∂r0j

=
∑

α

Nα∑
i=1

∂ek
α(−→r i −−→r 0)

∂r0j
+

∂Ek
B(−→r 0)
∂r01

=
∂ek

α(−→r 0)
∂r01

+
1
3
δk1∇0E

k
B(−→r 0) (58)

with
−→∇0

−→
E B(−→r 0) = 0, (59)

then

ω2
1 =

∑
α

Nα∑
i=1

mα

m0

〈(
∂ek

α(−→r i −−→r 0)
∂−→r 0j

)2
〉

+
q2
0

3m2
0ω

2
0

∑
α

Nα∑
i=1

〈(
∂ek

α(−→r i −−→r 0)
∂−→r 0j

)2
〉

. (60)

The last expression involves N identical terms in the sum,
if we compute the average for one term:

〈(
∂ek

α(−→r i −−→r 0)
∂−→r 0j

)2
〉

=

∫
d−→r 0d

−→r 1...d
−→r Nρeq

(
∂ek

α(−→r i −−→r 0)
∂−→r 0j

)2

(61)

and we change the integration variables:

−→r i −−→r 0

2
= −→r and

−→r i + −→r 0

2
=

−→
R (62)

we find:

ω2
1 =

1
9ω2

0

{∑
α

(
nαq0

m0

)∫
d−→r −→∇0.

−→e α(−→r )g0α(r)

}2

+
q2
0

3m2
0ω

2
0

∑
α

(
nαm0

µ0α

)Nα∑
i=1

∫
d−→r
(

∂ek
α(−→r )
∂rj

)2

g0α(r)

+
(

q0

3mω0

)2∑
α

∑
σ

nαnσ

∫
d−→r d−→r ′

(
∂ek

α(−→r )
∂rj

)
×
(

∂ek
σ(−→r )
∂rj

)(
g(3)

ασ (−→r ,−→r ′) + gα(r)gσ(r′)
)

here µ0α is the reduced mass and g0α(r) is the distribution
function of the pair (impurity ion -ion of species α) and
finally the parameter ω2

1 is given by:

ω2
1 = ω2

0 +
q2
0

3m2
0ω

2
0

×
∑
α

(
nαm0

µ0α

) Nα∑
i=1

∫
d−→r
(

∂ek
α(−→r )
∂rj

)2

g0α(r)

+
(

q0

3mω0

)2∑
α

∑
σ

nαnσ

∫
d−→r d−→r ′

(
∂ek

α(−→r )
∂rj

)
×
(

∂ek
σ(−→r )
∂rj

)(
g(3)

ασ (−→r ,−→r ′) + gα(r)gσ(r′)
)

. (63)

Neglecting the third term in the last formula and per-
forming the divergence calculus in the second term (using
the screened potential), we obtain:

ω2
1 = ω2

0 +
q2
0

3m2
0ω

2
0

×
∑
α

(
nαm0

µ0α

) Nα∑
i=1

∫
d−→r
(

∂ek
α(−→r )
∂rj

)2

g0α(r).
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